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Abstract

To finalize one-dimensional one-group interfacial area transport equation in bubbly flow systems, this study has

conducted the developments of (I) refined sink and source terms of the interfacial area concentration based on

mechanisms of bubble–bubble and bubble–turbulent eddy random collisions, (II) the correlations of two adjustable

variables in sink and source terms, and (III) the correlation of the initial interfacial area concentration. The finalized

one-dimensional one-group interfacial area transport equation has been validated by 55 data sets taken in extensive

adiabatic air–water bubbly flow conditions in four different vertical pipes (pipe diameter: 25.4–50.8 mm). The flow

conditions of the data sets cover most of the bubbly flow regime, including finely dispersed bubbly flow and partly

bubbly-to-slug transition flow (superficial gas velocity: 0.0144–4.88 m/s, superficial liquid velocity: 0.262–5.00 m/s, void

fraction: 0.0124–0.443, interfacial area concentration: 22.1–1085 m�1). Excellent agreement is obtained between pre-

dicted and measured interfacial area concentrations with an average relative deviation of �11:5%. Detailed discussions

have been made on (i) the sensitivity analysis to the adjustable variables in the sink and source terms, (ii) the pre-

dominant term, (iii) the sensitivity analysis to the initial bubble size, and (iv) the comparison with TRAC-P

code. � 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

In 1996, the OECD/CSNI Workshop on Transient

Thermal-Hydraulic and Neutronic Codes Requirements

was held to discuss:

1. current and prospective plans of thermal-hydraulic

codes development,

2. current and anticipated uses of thermal-hydraulic

codes,

3. advances in modeling of thermal-hydraulic phenom-

ena and associated additional experimental needs,

4. numerical methods in multi-phase flows, and

5. programming language, code architectures and user

interfaces [1].

The workshop consensus identified some important ac-

tion items to be addressed by the international com-

munity in order to maintain and improve the

calculational capability. One of the important action

items is the introduction of the interfacial area transport

equation into the interfacial transfer terms in the two-

fluid model.

In the present thermal-hydraulic system analysis

codes like RELAP5, TRAC and CATHARE, the in-

terfacial area concentration is given by empirical corre-

lations. Ishii and coworkers [2,3] pointed out the

following shortcomings caused by the correlations based

on traditional two-phase flow regimes and regime tran-

sition criteria.

1. The flow regime transition criteria are algebraic rela-

tions for steady-state, fully developed flows. They do
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Nomenclature

ai interfacial area concentration

~aai nondimensional interfacial area

concentration

c parameter defined by De=Db

D pipe diameter

DH equivalent diameter of flow channel

Db bubble diameter
~DDb nondimensional bubble diameter

Db;max diameter of larger daughter bubble

Db;min diameter of smaller daughter bubble

De eddy diameter

EB energy required for breakup

e energy of a single eddy

e average energy of single eddies

fB bubble–eddy random collision frequency

fC bubble–bubble random collision frequency

g gravitational acceleration

j mixture volumetric flux

jg superficial gas velocity

jf superficial liquid velocity

KB coefficient

KC coefficient

kc wave number of energy-containing eddies

kd wave number of eddies with size of

Kolmogoroff microscale

ke wave number (¼ 2=De)

kn wave number of eddies with size of bubble

diameter

L reference length

Lo Laplace lengthfLoLo nondimensional Laplace length

me mass per single eddy

Ne number of eddies of wave number, ke, per
volume of liquid

nb bubble number density

ne number of eddies with wave number, ke, per
volume of two-phase mixture

ne;max maximum ne
ne;min minimum ne
P pressure

Re Reynolds number

t time

tC time required for coalescence of bubbles
~tt nondimensional time

ub bubble fluctuating velocity

ue eddy velocity

V characteristic velocity

vg time-averaged bubble velocity weighted by

void fraction
~vv nondimensional velocity

We Weber number

Wecrit critical Weber number

z axial position

~zz nondimensional axial

position

Greeksymbols

a void fraction

aB;max maximum allowable void fraction

aC;max maximum allowable void fraction

CB adjustable variable

CC adjustable variable

cB adjustable variable

cC adjustable variable

dcrit critical film thickness where rupture occurs

dinit initial film thickness

Dq density difference between phases

e energy dissipation rate per unit mass
~ee nondimensional energy dissipation rate per

unit mass

g Kolmogoroff microscale

KB factor defined by Eq. (34)

KC factor defined by Eq. (33)

CD factor defined by Eq. (37)

kB bubble breakup efficiency

kC bubble coalescence efficiency

mf kinematic viscosity of liquid

qf liquid density

qm mixture density

r surface tension

sC contact time for two bubbles

UB rate of change of interfacial area

concentration due to bubble breakup

(¼ ð2ai=3aÞ/B)

UC rate of change of interfacial area

concentration due to bubble coalescence

(¼ ð2ai=3aÞ/C)

UE rate of change of interfacial area

concentration due to bubble expansion

(¼ ð2ai=3aÞ/E)

UP rate of change of interfacial area

concentration due to phase change

(¼ ð2ai=3aÞ/P)

/B rate of change of bubble number density

due to bubble breakup

/C rate of change of bubble number density

due to bubble coalescence

/P rate of change of bubble number density

due to phase change

w factor depending on bubble shape

XB sensitivity defined by Eq. (32)

XC sensitivity defined by Eq. (32)

Subscripts

calc. calculated value

meas. measured value

0 value at inlet
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not fully reflect the true dynamic nature of changes in

the interfacial structure. Hence, the effects of the en-

trance and developing flow can neigther be taken into

account correctly nor the gradual transition between

regimes.

2. The method based on the flow regime transition crite-

ria is a two-step method, which requires flow config-

uration transition criteria and interfacial area

correlations for each flow configuration. The com-

pound errors from the transition criteria and area

correlations can be very significant.

3. The transition criteria and flow-regime-dependent in-

terfacial correlations are valid in limited parameter

ranges for certain specific operational conditions

and geometries. Most of them are obtained from sim-

ple experiments and phenomenological models. Often

the scale effects of geometry and fluid properties are

not correctly taken into account. When applied to

high-to-low-pressure steam–water transients, these

models may cause significant discrepancies, artificial

discontinuities and numerical instability.

To solve such problems, the introduction of the in-

terfacial area transport equation has been recommended

[4–6]. The interfacial area transport equation can be

obtained by considering the fluid particle number den-

sity transport equation analogous to Boltzmann’s

transport equation [6]. It can replace the traditional flow

regime maps and regime transition criteria. The changes

in the two-phase flow structure are predicted mecha-

nistically by introducing the interfacial area transport

equation. The effects of the boundary conditions and

flow development are efficiently modeled by this trans-

port equation. Such a capability does not exist in the

current state-of-the-art codes. Thus, a successful devel-

opment of the interfacial area transport equation can

make a quantum improvement in the two-fluid model

formulation [2,3,5,6].

The strategy for the development of the interfacial

area transport equation consists of:

1. formulation of the interfacial area transport equation

[2,3,6–11],

2. development of measurement techniques [12–21],

3. construction of data base of local flow parameters

[19,22–29],

4. modeling of sink and source terms of the interfacial

area concentration [7,10,30], and

5. improvement of thermal-hydraulic system analysis

codes by implementing the interfacial area transport

equation [3,11,31].

In the first stage of the development of the interfacial

area transport equation, bubbly flow was the focus, and

the one-group interfacial area transport equation was

developed by averaging the bubble size over the flow

channel [7,30]. The one-group equation has been applied

to predicting the interfacial area transport in bubbly

flows. Recently, two-group interfacial area transport

equations have been proposed by treating the bubbles in

two groups, which are the spherical/distorted bubble

group and the cap/slug bubble group [2,3,8,10,11]. The

two-group equations have been applied to predicting the

interfacial area transport at bubbly-to-slug flow transi-

tion [10]. The key of successful development of the two-

group equations at the bubbly-to-slug flow transition or

in the slug and churn flows would certainly be the suc-

cessful development of the one-group equation in bub-

bly flow systems.

From this point of view, this study aims at finalizing

the one-group interfacial area transport equation in

bubbly flow systems and providing detailed discussions

on the interfacial area transport in the bubbly flow

systems.

2. Development of one-group interfacial area transport

equation

2.1. One-group interfacial area transport equation

The interfacial area transport equation can be de-

duced by considering the fluid particle number density

transport equation analogous to Boltzmann’s transport

equation [6,11]. As a general approach, two-group in-

terfacial area transport equations have recently been

proposed by treating the bubbles in two groups such as

the spherical/distorted bubble group and the cap/slug

bubble group [2,3,8]. This approach results in two in-

terfacial area transport equations that involve the inner

and inter group interactions. However, the two-group

transport equations can be reduced to one-group for a

bubbly flow where the bubbles can be assumed to be

equivalent in diameter. With this assumption, the aver-

age local particle velocity weighted by the particle

number becomes identical to the time-averaged bubble

velocity weighted by the gas void fraction, vg, in the

time-averaged two-fluid model [4]. The one-dimensional

form of the one-group interfacial area transport equa-

tion is given as [7,11,30]

oai
ot

þ d

dz
aivg
� �

¼ 1

3w
a
ai

� �2

/Bð � /C þ /PÞ

þ 2ai
3a

� �
oa
ot

�
þ d

dz
avg
� ��

¼ UB � UC þ UP þ UE; ð1Þ

where

UB � 1

3w
a
ai

� �2

/B; UC � 1

3w
a
ai

� �2

/C;

UP � 1

3w
a
ai

� �2

/P; UE � 2ai
3a

� �
oa
ot

�
þ d

dz
avg
� ��

:
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Symbols of ai; t; z; w; a; /B; /C, and /P denote in-

terfacial area concentration, time, axial position, a fac-

tor depending on the shape of the bubbles (w ¼ 1=ð36pÞ
for spherical bubbles), void fraction, rate of change of

bubble number density due to bubble breakup, rate of

change of bubble number density due to bubble co-

alescence, and rate of change of bubble number density

due to phase change, respectively. UB; UC; UP, and UE

indicate the rates of change of interfacial area concen-

tration due to bubble breakup, bubble coalescence,

phase change, and bubble expansion, respectively.

Under steady-state condition with no phase change,

Eq. (1) can be simplified as

d

dz
aivg
� �

¼ UB � UC þ UE;

where UE ¼ 2ai
3a

� �
d

dz
avg
� �

: ð2Þ

The sink and source terms in the one-group interfa-

cial area transport equation should properly be modeled

based on probable mechanisms of bubble coalescence

and breakup. Collisions between bubbles may occur due

to (a) the turbulent motion of the liquid, (b) differences

in individual bubble rise velocities, and (c) the liquid

shear [32]. Prince and Blanch [32] found that the main

influence on bubble coalescence was the velocity fluc-

tuations of the liquid. On the other hand, the higher the

liquid phase turbulence level, the more likely it is that

the liquid eddies will break up individual bubbles [33]. In

our previous study [30], the main mechanisms of the

interfacial area transport have successfully been mod-

eled by the bubble coalescence due to the bubble ran-

dom collisions driven by turbulence and the bubble

breakup due to the impact of turbulent eddies.

It should be noted here that the two-group interfacial

area transport equations should be introduced to predict

the interfacial area transport at the bubbly-to-slug flow

transition or in the slug and churn flows. In these flow

regimes, additional bubble coalescence and breakup

mechanisms should be taken into account. When large

bubbles like cap and slug bubbles are formed, the bubble

coalescences between small and large bubbles due to

wake entrainment, and between large bubbles due to

random collision or wake entrainment would be signif-

icant. In addition to these, the breakup of large bubbles

due to surface instability and the generation of small

bubbles from a skirt of the large bubble due to shearing-

off would also be important [7,10]. As will be described

later, the developed one-group interfacial area transport

equation will be evaluated by using the data set taken in

extensive adiabatic air–water bubbly flow conditions.

The data sets cover most of the bubbly flow regime,

including finely dispersed bubbly flow and partly bub-

bly-to-slug transition flow. Since the number of cap and

slug bubbles is not large at the bubbly-to-slug transition

flow (a � 0:25) in the present data sets, the bubble co-

alescence due to wake entrainment and the bubble

breakup due to shearing-off may not contribute to the

interfacial area change significantly [10,29]. Since the

bubble size is much smaller than maximum stable bub-

ble size, the bubble breakup due to surface instability is

also negligible [10]. Thus, the one-group interfacial area

transport equation considering the sink term due to the

bubble random collisions and the source term due to the

impact of turbulent eddies would approximately be ap-

plicable to the bubble-to-slug transition flow in the

present data sets where the void fraction is about 0.25.

In what follows, the refined models on bubble coales-

cence and breakup will be described briefly.

2.2. Modeling of bubble coalescence and breakup

The bubble coalescence is considered to occur due to

the bubble random collision induced by turbulence in a

liquid phase. For the estimation of bubble–bubble col-

lision frequency, fC, it is assumed that bubbles behave

like ideal gas molecules. Furthermore, the following

assumptions are made for the modeling of the bubble–

bubble collision rate [32]: (i) the turbulence is isotropic;

(ii) the bubble size lies in the inertial subrange. Fol-

lowing the kinetic theory of gases [34], the frequency of

the collision between a single bubble and surrounding

bubbles can be expressed by assuming the identical

spherical bubbles as a function of surface available to

the collision and volume available to the collision.

Taking account of the excluded volume for bubbles and

the overlap of the excluded volume for high void frac-

tion region, the final form of the collision frequency is

deduced as [30]

fC ¼ cCae1=3

D2=3
b aC;max � að Þ

; ð3Þ

where cC; e; Db, and aC;max are an adjustable variable,

energy dissipation rate per unit mass, diameter of the

bubble, and maximum allowable void fraction, respec-

tively. Since 74.1% of the volume is actually occupied by

identical spheres close-packed according to a face-cen-

tered cubic lattice [35], aC;max may be assumed to be

0.741.

In order to obtain the bubble coalescence rate, it is

necessary to determine a coalescence efficiency, kC. The

coalescence efficiency is given in terms of the time re-

quired for coalescence of bubbles, tC, and a contact time

for the two bubbles, sC, as [36]

kC ¼ exp

�
� tC

sC

�
: ð4Þ

The following coalescence efficiency can be derived from

the liquid-film-thinning model for tC [37,38] and the di-

mensional consideration for sC in turbulent flows [39] as
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kC ¼ exp

 
� KCq1=2

f D5=6
b e1=3

r1=2

!
;

where KC � 2�17=6 ln
dinit

dcrit

; ð5Þ

where KC; qf ; r; dinit, and dcrit are an experimental co-

efficient to be 1.29 for an air–water system, liquid den-

sity, surface tension, initial liquid-film thickness (¼ 1	
10�4 m for air–water systems) [40], and critical liquid-

film thickness (¼ 1	 10�8 m for air–water systems) [41],

respectively.

The decrease rate of the interfacial area concentra-

tion, UC is then expressed as

UC ¼ 1

3w
a
ai

� �2

fCnbkC

¼ CCa2e1=3

D5=3
b aC;max � að Þ

exp

 
� KCq1=2

f D5=6
b e1=3

r1=2

!
; ð6Þ

where CC and nb, respectively, are an adjustable vari-

able, and the bubble number density given by

nb ¼
6a

pD3
b

: ð7Þ

The adjustable variable,CC, would certainly be a function

of the overlap of the excluded volume, the bubble defor-

mation, and the bubble velocity distribution. However, in

our previous work [30], the adjustable variable was as-

sumed to be a constant for simplicity and was determined

experimentally to be 0.0314 for a bubbly flow. The de-

pendence ofCC on flow parameters will be discussed later.

On the other hand, the bubble breakup is considered

to occur due to the collision of the turbulent eddy with

the bubble. For the estimation of bubble–eddy collision

frequency, fB, it is assumed that the eddies and bubbles

behave like ideal gas molecules [36]. Furthermore, the

following assumptions are made for the modeling of the

bubble–eddy collision rate [32]:

1. The turbulence is isotropic.

2. The eddy size, De, of interest lies in the inertial sub-

range.

3. The eddy with the size from c 
 Db ðc6 1Þ to Db can

break up the bubble with the size of Db, since larger

eddies have the tendency to transport the bubble

rather than to break it and smaller eddies do not have

enough energy to break it.

Following the kinetic theory of gases [34], the frequency

of the collision between a single turbulent eddy and

surrounding bubbles can be expressed by assuming the

identical spherical bubbles and spherical eddies as a

function of the surface available to the collision and the

volume available to the collision. Taking account of the

excluded volume for bubbles and eddies, and the overlap

of the excluded volume for high void fraction region, the

final form of the collision frequency is deduced as [30]

fB ¼ cBae1=3

D2=3
b aB;max � að Þ

; ð8Þ

where cB and aB;max are an adjustable variable depending

on c ð� De=DbÞ and maximum allowable void fraction,

respectively. The maximum allowable void fraction,

aB;max, in Eq. (8) can approximately be taken at the same

value as aC;max, namely, 0.741, if eddies with almost the

same size of bubbles are assumed to break up the bub-

bles. Consequently, the functional form of the frequency

of the bubble–eddy random collision, Eq. (8) looks

similar to that of the frequency of the bubble–bubble

random collision, Eq. (3).

In order to obtain the bubble breakup rate, it is

necessary to determine a breakup efficiency, kB. The

breakup efficiency is given in terms of the average energy

of a single eddy, e, and the average energy required for

bubble breakup, EB, as [32,36,42]

kB ¼ exp

�
� EB

e

�
: ð9Þ

For binary breakage, that is, the bubble breaks into

two bubbles, the required energy, EB, is simply calcu-

lated as the average value of the energy required for

breakage into two equal-size bubbles and a small and a

large daughter bubble as follows:

EB ¼ 1

2
2pr

Db

21=3

� �2
(

þ prD2
b;max þ prD2

b;min � 2prD2
b

)

¼ 1

2
0:260prD2

b

n
þ ðprD2

b;max þ prD2
b;min � prD2

bÞ
o
:

ð10Þ

For the extreme case that Db;max ! Db and Db;min !
0; EB ¼ 0:230prD2

b. It should be noted here that

the relative difference between EB ð¼ 0:230prD2
bÞ

given by Eq. (10) assuming the extreme case and

EB ð¼ 0:260prD2
bÞ assuming the binary breakage into

two equal-size bubbles is about 13%. Therefore, the

assumption on the size of small and large daughter

bubbles may not affect the estimation of EB significantly.

The average energy of single eddies acting on the

bubble breakup is simply calculated from

e ¼
R ne;max

ne;min
edneR ne;max

ne;min
dne

; ð11Þ

where e and ne are energy of a single eddy, and number

of eddies with wave number, ke ð¼ 2=DeÞ, per volume of

two-phase mixture as given by Eqs. (12) and (14),

respectively.

e ¼ 1

2
meu2e ; ð12Þ

where me and ue are mass per a single eddy and eddy

velocity, respectively. According to Kolmogoroff’s law

T. Hibiki, M. Ishii / International Journal of Heat and Mass Transfer 45 (2002) 2351–2372 2355



[43], in the inertial subrange of the energy spectrum, the

eddy velocity is given as

u2e ¼ 8:2ðe=keÞ2=3; ð13Þ

neðkeÞ ¼ NeðkeÞð1� aÞ; ð14Þ

where NeðkeÞ is number of eddies with wave number, ke,
per volume of fluid as given by [44]

dNeðkeÞ
dke

¼ 0:1k2e : ð15Þ

From Eqs. (11)–(15), the average energy of single

eddies acting on the bubble breakup is then given by

e ¼
R ne;max

ne;min
edneR ne;max

ne;min
dne

¼
5:46pqfe

2=30:1ð1� aÞ
R ke;max

ke;min
k�5=3
e dke

0:1ð1� aÞ
R ke;max

ke;min
k2e dke

¼ 1:93pqfe
2=3D11=3

b

1� c2=3

c�3 � 1
: ð16Þ

Prince and Blanch [32] set the minimum eddy size, which

would not cause bubble breakup, at eddies smaller than

20% of the bubble size, c3 ¼ 0:2. Thus, the average en-

ergy of single eddies is expressed by

e ¼ 0:145pqfe
2=3D11=3

b : ð17Þ

The final form of the breakup efficiency is then given

by

kB ¼ exp

 
� KBr

qfD
5=3
b e2=3

!
; ð18Þ

where KB is a constant to be 1:59 ð¼ 0:230=0:145Þ:

The increase rate of the interfacial area concentra-

tion, UB is then expressed as

UB ¼ 1

3w
a
ai

� �2

fBnekB

¼ CBa 1� að Þe1=3

D5=3
b aB;max � að Þ

exp

 
� KBr

qfD
5=3
b e2=3

!
; ð19Þ

where CB is an adjustable variable. The adjustable

variable, CB, would certainly be a function of the over-

lap of the excluded volume, the bubble deformation, the

bubble velocity distribution, and the ratio of eddy size to

bubble size. However, in our previous work [30], the

adjustable variable was assumed to be a constant for

simplicity and was determined experimentally to be

0.0209 for a bubbly flow. The dependence of CB on flow

parameters will be discussed later.

2.3. Validation of the assumption that the bubble and eddy

sizes are in the inertial subrange

In the derivation of sink and source terms, it has been

assumed that the bubble and eddy sizes are in the inertial

subrange. This assumption is examined here by com-

paring the wave number of bubbles with the limits of the

eddy wave number. The size of the energy-containing

eddies is typically assumed to be equal to the length scale

of the order of the channel diameter [32]. The experi-

mental conditions of data to be used for the validation

of the one-group interfacial area transport equation are

shown in Table 1. The channel diameter used in the

experiments ranges from 25.4 to 50.8 mm, so

Table 1

Experimental conditions of the existing database used for evaluation of the finalized one-group interfacial area transport equation

Investigators D (mm), z=D
(dimensionless)

Symbols: � M � r } �

jf (m/s) jg;0 (m/s) jg;0 (m/s) jg;0 (m/s) jg;0 (m/s) jg;0 (m/s) jg;0 (m/s)

Hibiki and

Ishii [26]

D ¼ 25:4 mm,

z=D ¼ 12; 65; 125

0.262 0.0549 0.0610 0.0780 0.0990 0.117 N/A

0.872 0.0414 0.0813 0.143 0.210 0.305 N/A

1.75 0.0461 0.116 0.257 0.399 0.575 N/A

2.62 0.0804 0.193 0.401 0.581 0.764 N/A

3.49 0.0509 0.201 0.516 0.702 0.931 N/A

Hibiki

et al. [29]

D ¼ 50:8 mm,

z=D ¼ 6; 30; 54

0.491 0.0275 0.0556 0.129 0.190 N/A N/A

0.986 0.0473 0.113 0.242 0.321 N/A N/A

2.01 0.103 0.226 0.471 0.624 N/A N/A

5.00 0.245 0.518 1.11 1.79 2.87 3.90

Hibiki

et al. [19]

D ¼ 50:8 mm,

z=D ¼ 2; 32; 62

0.600 0.0147 0.0205 0.0256 N/A N/A N/A

1.00 0.0186 0.0335 0.0790 N/A N/A N/A

1.30 0.0162 0.0285 0.0763 N/A N/A N/A

Grossetete

[24]

D ¼ 38:1 mm,

z=D ¼ 8; 55; 155

0.877 0.0588 N/A N/A N/A N/A N/A

1.75 0.0577 0.116 N/A N/A N/A N/A

In Grossetete’s data, jg measured at z=D ¼ 8 are shown in jg;0 columns. N/A: not available.
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kc � 2=D ¼ 0:394–0:787 cm�1. On the other hand, the

smallest length scale is Kolmogoroff microscale, g, given
by [45]

g ¼ m3f
e

� �1=4

; ð20Þ

where mf is kinematic viscosity of the liquid. The wave

number, kd, where the viscous effects become very strong

will be of the same order as 1=g. It is usual to define kd in
such a way that kd ¼ 1=g [45]. The microscale g ranges

from 10�4 to 10�3 cm over the experimental range shown

in Table 1, so kd ¼ 103 to 104 cm�1. The average bubble

size at this energy dissipation ranges from 1 to 5 mm in

diameter, so kn ¼ 4 to 20 cm�1. Thus, kc � kn � kd,
which indicates that the length scales of the bubble and

the eddy acting on the bubble breakup are in the inertial

subrange. This situation will similarly apply in most

industrial scale pipe flows.

2.4. Nondimensionalization of one-group interfacial area

transport equation

The one-group interfacial area transport equation

with no phase change is nondimensionalized here to

discuss the flow-parameter dependence of this equation.

From Eqs. (1), (6) and (19), the one-dimensional form of

the one-group interfacial area transport equation with

no phase change is given as

oai
ot

þ d

dz
ðaivgÞ

¼ � CCa2e1=3

D5=3
b aC;max � að Þ

exp

 
� KCq1=2

f D5=6
b e1=3

r1=2

!

þ CBað1� aÞe1=3

D5=3
b ðaB;max � aÞ

exp

 
� KBr

qfD
5=3
b e2=3

!

þ 4

Db

oa
ot

�
þ d

dz
ðavgÞ

�
: ð21Þ

Here, the bubble size, Db, is given as

Db ¼
6a
ai

: ð22Þ

The interfacial area transport equation can be non-

dimensionalized as follows: Let

~vv � vg
V
; ~zz � z

L
; ~DDb �

Db

L
; ~tt � tV

L
;

~ee � eL
V 3

; ~aai � aiL;
ð23Þ

where V and L are a characteristic velocity and a ref-

erence length, respectively. As will be discussed later,

mf=Lo and Lo can be taken as the characteristic velocity

and the reference length, respectively. Here, Lo is the

Laplace length (or capillary length) defined by

Lo �
ffiffiffiffiffiffiffiffiffi
r

gDq

r
: ð24Þ

The Laplace length characterizes the bubble diameter

length scale. The nondimensionalized one-dimensional

form of the one-group interfacial area transport equa-

tion can then be written as

o~aai
o~tt

þ d

d~zz
ð~aai~vvgÞ

¼ � CCa2~ee1=3

~DD5=3
b ðaC;max � aÞ

expð�KC

ffiffiffiffiffiffi
We

p
Þ

þ CCað1� aÞ~ee1=3
~DD5=3
b ðaB;max � aÞ

expð�KB=WeÞ

þ 4

~DDb

oa
o~tt

�
þ d

d~zz
ða~vvgÞ

�
; ð25Þ

where We is the Weber number defined by

We � qfðe1=3D
1=3
b Þ2Db

r
¼ qfe

2=3D5=3
b

r
: ð26Þ

It should be noted here that the bubble velocity in the

inertial subrange of isotropic turbulence, ub, can be rep-

resented as ub / e1=3D1=3
b [46]. Under steady-state con-

dition with no phase change, Eq. (25) can be simplified

as

d

d~zz
ð~aai~vvgÞ ¼ � CCa2~ee1=3

~DD5=3
b ðaC;max � aÞ

expð�KC

ffiffiffiffiffiffi
We

p
Þ

þ CCað1� aÞ~ee1=3
~DD5=3
b ðaB;max � aÞ

expð�KB=WeÞ

þ 4

~DDb

d

d~zz
ða~vvgÞ: ð27Þ

3. Results and discussions

3.1. Databases used for evaluation of one-group interfa-

cial area transport equation and calculation procedure

To evaluate the one-dimensional one-group interfa-

cial area transport equation, the present authors mea-

sured axial developments of void fraction, interfacial

area concentration, gas and liquid velocities and pres-

sure for adiabatic air–water bubbly flows in vertical

pipes at the Thermal-hydraulics and Reactor Safety

Laboratory in Purdue University [19,26,29]. The radial

profiles of gas and liquid phases were obtained by the

double sensor probe and hotfilm anemometry at three

axial locations. One-dimensional flow parameters were
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calculated by integrating the radial profiles over the flow

channel. The measurement accuracies of the one-di-

mensional flow parameters were confirmed by other

cross-calibration methods such as c-densitometer, pho-

tography, rotameter and magnetic flow meter for void

fraction, interfacial area concentration, gas velocity and

liquid velocity, respectively. The average relative devia-

tions for measurements of void fraction, interfacial area

concentration, gas velocity and liquid velocity between

the probe methods and the cross-calibration methods

were �5:74%, �6:95%, �12:4% and �5:19%, respec-

tively [26,29]. In addition to our databases, the data

taken by Grossetete [24] is also available. Table 1 shows

the experimental conditions of the databases to be used

for evaluation of the interfacial area transport equation.

To evaluate the one-group interfacial area transport

equation, axial development of void fraction, gas ve-

locity and energy dissipation rate per unit mass, and

interfacial area concentration at the inlet should be gi-

ven as accurately as possible. The void fraction and gas

velocity are given by empirical correlations [30] based on

the measured values. The energy dissipation rate per

unit mass is simply calculated from the mechanical en-

ergy equation [30,47] as

e ¼ j
qm

�
� dP

dz

�
F

; ð28Þ

where j; qm, and ð�dP=dzÞF are the mixture volumetric

flux, the mixture density, and the gradient of the fric-

tional pressure loss along the flow direction, respectively.

The two-phase frictional pressure loss is estimated by

Lockhart–Martinelli’s method [48]. The estimation un-

certainty of the energy dissipation rate per unit mass is

easily adjusted by the adjustable variables, CC and CB.

The initial values of the interfacial area concentrations

are given by those measured at the first measuring station

or an empirical correlation described later as Eq. (31).

The average effect of the bubble deformation on the in-

terfacial area concentration is also adjusted by the ad-

justable variable, CC and CB to be determined

experimentally. The interfacial area concentration in the

flow direction is calculated by a finite difference method.

The propagated error caused by the uncertainty of these

component models is estimated to be �12:2% with the

measured interfacial area concentration at the first mea-

suring station, or �15:7% with the empirical correlation

as the initial value of the interfacial area concentration.

3.2. Development of correlations of adjustable variables,

CC and CB

As pointed out in the previous section, the adjustable

variables, CC and CB, would be a function of the overlap

of the excluded volume, the bubble deformation, and the

bubble velocity distribution. The overlap of the excluded

volume would certainly be a function of the void frac-

tion. The bubble deformation may be characterized by

the Weber number. Since the bubble velocity in the

inertial subrange of isotropic turbulence, ub, can be

represented as ub / e1=3D1=3
b � e1=3Lo1=3 [46], the bubble

velocity distribution is expected to be characterized by

the energy dissipation rate per unit mass and Laplace

length. It is difficult to develop universal correlation of

the adjustable variables because of limited database so

far. Here, the adjustable variables are simply assumed to

be given by the product of the void fraction and the

nondimensionalized energy dissipation rate per unit

mass, ~ee defined by ~ee � Lo4ðe=m3f Þ. The coefficients of the

functions are then determined from 55 data sets on the

interfacial area transport listed in Table 1. Finally,

CC ¼ 1:82	 10�8a~ee ¼ 1:82	 10�8 aRe3

and

CB ¼ 5:02	 10�10a~ee ¼ 5:02	 10�10 aRe3; ð29Þ

where Re is the Reynolds number defined by

Re � ðe1=3Lo1=3ÞLo
mf

¼ ~ee1=3:

Fig. 1 shows examples of the comparison of calcu-

lated results with the existing data sets. In figures, solid

and dotted lines indicate the calculated interfacial area

concentrations using Eq. (29), and the constant coeffi-

cients of CC ¼ 0:0314 and CB ¼ 0:0209 determined in

our previous study [30], respectively. In the interfacial

area transport calculation, the interfacial area concen-

trations measured at the first measuring station are used

as the initial values. The meanings of symbols in these

figures are explained in Table 1. As shown in Fig. 1,

newly developed correlations of the adjustable variables,

CC and CB can reproduce better trends of the interfacial

area transport in the flow direction than the constant

adjustable variables. Similar results are obtained for the

other experimental conditions shown in Table 1. The

introduction of the new correlations of the adjustable

variables into the one-group interfacial area transport

equation improves the prediction accuracy significantly.

Eq. (29) appears to characterize the dependence of

the adjustable variables, CC and CB on the overlap of the

excluded volume, the bubble deformation, and the

bubble velocity distribution appropriately. However,

further study such as the development of extensive

database should be indispensable to develop the uni-

versal correlation of the adjustable variables.

3.3. Development of correlation of initial interfacial area

concentration

To finalize the one-group interfacial area transport

equation, the correlation of the initial interfacial area
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concentration should be developed. In our previous

study [49], a correlation of the interfacial area con-

centration under steady fully developed bubbly flow

conditions was successfully developed by deducing the

flow-parameter dependence of the interfacial area cor-

relation from the interfacial area transport equation. It

was shown analytically that the parameters governing

the interfacial area concentration of steady fully devel-

oped bubbly flows should be (r=qf ), a, and e [49]. In the

end, the correlation of the interfacial area concentration

under steady fully developed bubbly flow conditions has

been proposed based on experimental data and detailed

length-scale analysis as

~aai ¼ 0:500fLoLo�0:283a0:847~ee0:0707

¼ 0:500fLoLo�0:283a0:847Re0:212; ð30Þ

where

~aai �
ai

Lo�1
and fLoLo � Lo=DH:

Here, DH is equivalent diameter of the flow channel.

Eq. (30) has been validated by 204 data sets measured in

steady fully developed air–water bubbly flows [49]. The

data sets used in the validation covered extensive flow

and loop conditions including as channel geometry

(circular or rectangular channel), flow direction (vertical

or horizontal flow), superficial gas velocity (0.018–

4:87 m=s), superficial liquid velocity (0.262–6:55 m=s)
and interfacial area concentration (25.8–1083 m�1). An

excellent agreement was obtained between the developed

semi-theoretical correlation, Eq. (30), and the data with

an average relative deviation of �11:1%. The interfacial

area concentration representing the interfacial structure

length scale is characterized by the internal length scale

such as the Laplace length, the system length scale such

as the hydraulic equivalent diameter of the flow channel,

the space probability such as the void fraction, the pa-

rameter governing the bubble coalescence and breakup,

and the flow field such as the Reynolds number.

To develop a correlation, the interfacial area con-

centration at the inlet, ai;0, is assumed to have the same

flow-parameter dependence as ai. Since the data of the

interfacial area concentration just at the inlet are not

available, the data of the interfacial area concentration

measured at the first measuring station are used to de-

velop the correlation at the inlet. In a strict sense, the

correlation to be developed is for the interfacial area

concentration at the first measuring station. The corre-

lation of the initial interfacial area concentration is then

obtained based on 55 data sets measured at the first

measuring station as

~aai;0 ¼ 1:64fLoLo�0:127
0 a0:851

0 ~ee0:03180 ; ð31Þ

where ~aai;0; fLoLo0; a0, and ~ee0 are the initial values of the

nondimensional interfacial area concentration, the

nondimensional Laplace length, the void fraction, and

the nondimensional energy dissipation rate per unit

mass, respectively. As shown in Fig. 2, the above cor-

relations can predict the interfacial area concentration at

the first measuring station with an average relative de-

viation of �12:1%. The interfacial area concentration

just at the inlet can be evaluated by extrapolating Eq.

(31) to the inlet.

It is known that the initial bubble size, namely

the initial interfacial area concentration is affected by the

bubble distributor design. Thus, in a strictly sense, the

applicability of Eq. (31) should be limited to the tested

experimental conditions. However, on the following

grounds, Eq. (31) may presumably be applicable to ex-

perimental conditions over the tested ones except for

extreme flow conditions such as extremely low liquid

flow and injection of slug bubbles. Millies and Mewes

Fig. 1. Comparison between predictions by one-group interfacial area transport equation using correlation of adjustable variables, Eq.

(29) in sink and source terms (solid lines) and those using constant adjustable variables, CC ¼ 0:0314 and CB ¼ 0:0209 (dotted lines).
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classified the bubble coalescence and breakup process in

a bubble column into four basic processes in the flow

direction such as (a) primary bubbles, (b) secondary

bubbles, (c) bubble coalescence and breakup come to an

equilibrium state, and (d) coalescence with the free

surface, eventually formation of foam [50]. The size of

primary bubbles is strongly influenced by the bubble

distributor design. The primary bubbles would coalesce

and breakup violently in the vicinity of the bubble dis-

tributor, and reach to the secondary bubbles. The size of

the secondary bubbles would be a weak function of the

bubble distributor design. This is particularly true for

high liquid velocity condition. The axial length for pri-

mary bubble region may be a function of liquid velocity

and initial bubble size distribution. Judging from the

present test data, the bubble coalescence and breakup

process seem to reach the secondary bubble region even

at the first measuring station, since the interfacial area

transport at the downstream of the first measuring sta-

tion is quite smooth and is well characterized by the one-

group interfacial area transport equation considering the

bubble coalescence and breakup. As Eq. (31) was de-

veloped based on the data sets taken at the first mea-

suring station, it would be promising for the evaluation

of the initial bubble size except for extreme flow condi-

tions such as extremely low liquid flow and injection of

slug bubbles.

3.4. Comparison of finalized one-group interfacial area

transport equation with experimental data

The one-dimensional one-group interfacial area

transport equation has been finalized by introducing

newly developed correlations of the adjustable variables,

Eq. (29), and the initial interfacial area concentration,

Eq. (31). Figs. 3–6 show the comparisons of the finalized

one-dimensional one-group interfacial area transport

equation with the existing 55 data sets measured in four

different flow loops (25:4 mm6D6 50:8 mm). These

data sets cover extensive flow conditions such as super-

ficial gas velocity from 0.0144 to 4.88 m/s, superficial

liquid velocity from 0.262 to 5.00 m/s, void fraction from

0.0124 to 0.443, and interfacial area concentration from

22.1 to 1085 m�1. The corresponding flow regimes in-

clude bubbly flow, finely dispersed bubbly flow, and

partly bubbly-to-slug transition flow. The meanings of

symbols in these figures are explained in Table 1. It can

be recognized that the finalized one-group interfacial

area transport equation can reproduce proper trends of

the interfacial area transport depending on flow pa-

rameters. As a general trend, the pressure term, UE,

governs the interfacial area transport at relatively low

liquid velocity and void fraction, where bubble–bubble

and bubble–eddy interactions are weak. The bubble

coalescence term, UC, is enhanced in the interfacial area

transport equation at high void fraction, where the

bubble distance is short enough to cause the bubble

coalescence. On the other hand, the bubble breakup

terms, UB, plays an important role in the interfacial area

transport equation at relatively high liquid velocity,

where the liquid turbulence is strong enough to disin-

tegrate bubbles. The detailed discussions on the pre-

dominant terms will be given later. As shown in Fig. 7,

the finalized one-dimensional one-group interfacial area

transport equation with only two adjustable variables

gives excellent predictions of the interfacial area con-

centrations ranging over two orders with an average

deviation of �11:5%.

3.5. Sensitivity analysis on adjustable variables in sink and

source terms in the interfacial area transport equation

Here, the sensitivity analysis on the adjustable vari-

ables, CC and CB, in sink and source terms is performed

Fig. 2. Comparison of developed initial interfacial area correlation, Eq. (31), with existing data.
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to investigate the dependence of the predicted value of

the interfacial area concentration on the adjustable

variables. The sensitivities, XC and XB are defined by

XC � aiðKCÞ
aiðKC ¼ 1Þ and XB � aiðKBÞ

aiðKB ¼ 1Þ ; ð32Þ

where KC and KB are the factors defined by the ratio of

the adjustable variables used in the sensitivity analysis to

those calculated by Eq. (29) as defined by Eqs. (33) and

(34), respectively.

KC ¼ CC

1:82	 10�8a~ee
; ð33Þ

Fig. 3. Comparison of measured interfacial area concentrations of vertical bubbly flows in a 25.4 mm-diameter pipe [26] with pre-

dictions by finalized one-group interfacial area transport equation.

T. Hibiki, M. Ishii / International Journal of Heat and Mass Transfer 45 (2002) 2351–2372 2361



KB ¼ CB

5:02	 10�10a~ee
; ð34Þ

where aiðKCÞ and aiðKBÞ are the interfacial area con-

centrations calculated by the one-group interfacial area

transport equation with the adjustable variables of

CC ¼ KC 	 1:82	 10�8a~ee and CB ¼ 5:02	 10�10a~ee, and
of CC ¼ 1:82	 10�8a~ee and CB ¼ KB 	 5:02	 10�10a~ee,
respectively. The sensitivity analysis is performed by

using flow parameters measured in a 50.8 mm-diameter

pipe at z=D ¼ 54 [29]. Figs. 8 and 9 show the results of

the sensitivity analyses for CC and CB, respectively. As

expected by Eq. (6), the interfacial area concentration is

not so sensitive to the change of CC at low void fraction.

The sensitivity, XC, is affected more at higher void

fraction and superficial liquid velocity. On one hand, the

interfacial area concentration is not sensitive to the

change of CB at low superficial liquid velocities such as

jf ¼ 0:491 and 0.986 m/s. As will be discussed later, for

such low liquid velocities, the breakup efficiency is neg-

ligibly low, resulting in no sensitivity of CB to the in-

terfacial area concentration. As expected by Eq. (19), the

sensitivity, XB, is affected more at higher void fraction

and superficial liquid velocity.

3.6. Predominant term analysis

Fig. 10 shows results from the scale analysis to identify

the predominant term among the sink and source terms

for the data taken in a 50.8 mm-diameter pipe [29]. The

figure at upper left shows the contribution of the bubble

coalescence to the interfacial area transport, which is

normalized by the bubble expansion term, namely

UC=UE. In the case of low void fraction and superficial

liquid velocity, the contribution of the bubble coalescence

can be neglected compared with the contribution of the

bubble expansion by the pressure reduction. As the void

fraction and superficial liquid velocity increase, the con-

tribution of bubble coalescence comes to be comparable

to or larger than that of the pressure reduction.

The figure at upper right shows the contribution of

the bubble breakup, which is normalized by the bubble

expansion term, namely UB=UE. Under the low liquid

flow conditions such as jf ¼ 0:491 and 0.986 m/s, the

Fig. 4. Comparison of measured interfacial area concentrations of vertical bubbly flows in a 50.8 mm-diameter pipe [29] with pre-

dictions by finalized one-group interfacial area transport equation.
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contribution of the bubble breakup is negligibly small

because of negligibly low breakup efficiency (see the

figure at the lower right). On the other hand, under the

high liquid flow conditions such as jf ¼ 2:01 and 5.00

m/s, the contribution of the bubble breakup comes to be

marked.

Fig. 5. Comparison of measured interfacial area concentrations of vertical bubbly flows in a 50.8 mm-diameter pipe [19] with pre-

dictions by finalized one-group interfacial area transport equation.

Fig. 6. Comparison of measured interfacial area concentrations of vertical bubbly flows in a 38.1 mm-diameter pipe [24] with pre-

dictions by finalized one-group interfacial area transport equation.
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Figure at lower left of Fig. 10 shows the predominant

mechanism of the interfacial area transport. At low su-

perficial liquid velocities such as jf ¼ 0:491, 0.986, and
2.01 m/s, bubble coalescence is dominant over bubble

breakup because of small turbulence, whereas bubble

breakup becomes dominant over bubble coalescence at

high superficial liquid velocity of jf ¼ 5:00 m=s. In the

finely dispersed bubbly flow region with void fraction

higher than 30%, the contribution of bubble breakup

comes to be comparable to bubble coalescence.

Fig. 11 shows the dependence of the bubble diameter

measured at z=D ¼ 54 on the void fraction and superfi-

cial liquid velocity. Since the initial bubble sizes are not

controlled in the experiment, the experimental result

suggests rough flow-parameter dependence of the bubble

diameter. Based on Eq. (7), the bubble size changes in

proportion to the 1/3 power of the void fraction and the

)1/3 power of the bubble number density. This means

that the bubble breakup mitigates the increase in the

bubble diameter arising from the void fraction increase.

As shown in the left figure of Fig. 11, lower increase rate
Fig. 7. Comparison ofmeasured interfacial area concentrations with

predictionsbyfinalizedone-group interfacial area transport equation.

Fig. 8. Sensitivity analysis on adjustable variable, CC, in sink term.
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of the bubble diameter to void fraction for jf ¼ 5:00 m=s
in comparison with those for jf ¼ 0:491, 0.986, and 2.01

m/s suggests that significant bubble breakup may occur

for jf ¼ 5:00 m=s.
As shown in the right figure of Fig. 11, the bubble

diameter increases with the superficial liquid velocity

where jf 6 1 m=s, whereas it markedly decreases where

jf P 2 m=s. The enhanced turbulence due to the in-

creased superficial liquid velocity appears to contribute

mainly to the bubble coalescence or the bubble breakup

for jf 6 1 m=s or for jf P 2 m=s, respectively. The fact

that the contribution of the bubble breakup is steeply

increased around jf ¼ 2 to 5 m/s can be related with a

critical Weber number. The criterion for breakup relates

the energy of the eddy to the surface tension forces of the

bubble. The balance of disruptive and cohesive forces is

generally expressed in terms of the Weber number. The

critical Weber number will exist at the point where co-

hesive and disruptive forces balance, resulting in a

maximum stable bubble size [32]. In a forced convective

pipe flow or mechanically agitated systems, the initial

bubble size may be too large or too small to be stable. In

these cases, the bubble size is further determined by a

breakup and/or coalescence mechanism [6]. As known

well, finely dispersed bubbly flow is observed for high

superficial liquid velocity. Taitel et al. [51] modeled the

criteria of flow regime transition between bubbly flow

and finely dispersed bubbly flow as follows. For high

superficial liquid flow, bubble breakup would occur due

to turbulent forces so that coalescence would also be

prevented above a limit on the sum of jf and jg derived as

jg þ jf ¼ 4
D0:429ðr=qfÞ

0:089

m0:072f

gDq
qf

� �0:446
" #

: ð35Þ

The superficial liquid velocity at the flow regime tran-

sition boundary is estimated to be about 3.5 m/s for

D ¼ 50:8 mm, corresponding to the superficial liquid

velocity where the contribution of breakup to interfacial

area transport is steeply enhanced. Here, a critical We-

ber number, Wecrit, is defined as the Weber number at the

equilibrium state of the bubble coalescence and breakup.

Fig. 9. Sensitivity analysis on adjustable variable, CB, in source term.
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Fig. 10. Predominant term analysis.

Fig. 11. Dependence of bubble diameter on void fraction and superficial liquid velocity.
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The relationship between the void fraction and the

critical Weber number can be derived from Eq. (27) by

equating the sink term with the source term as

a ¼ ðCB=CCÞ expð�KB=Wecrit þ KC

ffiffiffiffiffiffiffiffiffiffiffi
Wecrit

p
Þ

1þ ðCB=CCÞ expð�KB=Wecrit þ KC

ffiffiffiffiffiffiffiffiffiffiffi
Wecrit

p
Þ
: ð36Þ

Fig. 12 shows the relationship between the void fraction

and the Weber number. Open symbols and a solid line

indicate the values calculated by Eq. (26) with experi-

mental data measured at z=D ¼ 54 and the critical We-

ber number calculated by Eq. (36), respectively. The

data for jf ¼ 0:491, 0.986, and 2.01 m/s exist in the

bubble coalescence dominant region, whereas the data

for jf ¼ 5:00 m=s exist in the bubble breakup dominant

region even for a P 0:3. This bubble breakup dominant

flow condition sustains the bubbly flow even for a P 0:3,
which corresponds to the finely dispersed bubbly flow.

Thus, the interfacial area transport equation can also

explain the flow regime transition between bubbly flow

and finely bubbly flow qualitatively.

3.7. Sensitivity analysis to initial bubble size

The sensitivity analysis of the interfacial area con-

centration to the initial bubble size is performed here to

investigate the effect of the initial bubble size on the

interfacial area transport. Here, the factor, KD, is de-

fined as

KD ¼ Db;0

Db;0;calc:
; ð37Þ

where Db;0;calc: is the bubble diameter calculated by

Eqs. (22) and (31).

Fig. 13 depicts the sensitivity analyses for bubbly

flows in a 50.8 mm-diameter pipe. The flow conditions

are (a) jf ¼ 0:491 m=s and jg;0 ¼ 0:190 m=s ðaz=D¼53:5 ¼
0:259Þ, (b) jf ¼ 0:986 m=s and jg;0 ¼ 0:321 m=s
ðaz=D¼53:5 ¼ 0:231Þ, (c) jf ¼ 2:01 m=s and jg;0 ¼ 0:624
m=s ðaz=D¼53:5 ¼ 0:228Þ, and (d) jf ¼ 5:00 m=s and

jg;0 ¼ 3:90 m=s ðaz=D¼53:5 ¼ 0:442Þ. For the low superfi-

cial liquid velocities such as jf ¼ 0:491 and 0.986 m/s,

the interfacial area transport calculation suggests that

the effect of the initial bubble size on the interfacial area

concentration remains even at the axial position far

from the inlet. This is attributed to insignificant bubble

coalescence and breakup because of small turbulence

fluctuation. Interestingly, as the superficial liquid ve-

locity increases, the effect of the initial bubble size on the

interfacial area concentration comes to disappear at a

certain distance from the inlet because of significant

bubble interaction. For jf ¼ 5:00 m=s, the effect of the

initial bubble size completely disappears at z=D ¼ 30.

For large initial bubble size, significant bubble breakup

increases the interfacial area concentration, whereas for

small initial bubble size, significant bubble coalescence

decreases the interfacial area concentration. Thus, the

dominant mechanism of the bubble interaction appears

to be dependent on the initial bubble size. It is expected

that for high liquid velocity the one-group interfacial

area transport equation gives a good prediction at the

downstream from a certain distance regardless of the

initial bubble size.

On the other hand, the one-group interfacial area

transport equation suggests that for low liquid velocity,

the initial bubble size may affect the interfacial area

concentration even at the axial position far from the

inlet. However, it is reported that the interfacial area

concentration under steady fully developed bubbly flow

conditions can be estimated by Eq. (30) with an average

relative deviation of �11:1%. Since the correlation was

validated by 204 data sets taken by various investigators

under extensive flow and loop conditions and does not

have a term related to the initial bubble size, the slight

difference in the initial bubble size may not affect the

interfacial area concentration under steady fully devel-

oped bubbly flow conditions significantly except for

some extreme flow conditions such as the introduction

of slug bubbles in a stagnant liquid. This can be ex-

plained as follows. The difference in the initial bubble

size between two different bubble number density con-

ditions with the same flow condition is roughly in pro-

portion to the )1/3 power of the ratio of the initial

bubble number density, nb;0. For example, the difference

in the initial bubble size is estimated to be about 20%

between nb;0 and 0:5	 nb;0, corresponding to KD ¼ 0:8
to 1.2. Thus, the bubble number density may not affect

the initial bubble size so much. In addition to this, the

strong bubble interaction much more than the present

bubble coalescence and breakup models assuming an

Fig. 12. Dependence of dominant phenomena for interfacial

area concentration change on critical Weber number.
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isotropic turbulence can be expected in the vicinity of

the inlet. The bubble size can increase or decrease near

the inlet instantaneously to reach a range of a stable

bubble size, which may be represented by Eq. (31). Thus,

the present one-group interfacial area transport equa-

tion with the correlation of the initial interfacial area

concentration would be promising for describing the

interfacial area transport at the downstream of a certain

distance from the inlet except for the vicinity of the inlet.

For the application of the interfacial area transport

equation to the flow very near the inlet, the interfacial

area transport equation requires the modeling of the

sink and source terms near the inlet by considering the

effect of a bulk flow. The experimental work on this

point should also be emphasized in a future.

3.8. Comparison of interfacial area concentration by

interfacial area transport equation with that by TRAC-P

code

In the present thermal-hydraulic system analysis

codes, the effects of interfacial structure have been an-

alyzed by using flow regimes and transition criteria.

Determining the flow regime based on the values of the

void fraction and mixture volumetric flux constitutes a

static approach that does not dynamically represent the

changes in the interfacial structure [2,3]. In the static

approach, the flow regime is assumed to change in-

stantaneously. In other words, no time or length scale is

incorporated into the transition criteria. The interfacial

structure is characterized by assigning an interfacial area

concentration as a function of void fraction for each

flow regime determined based on the value of the void

fraction and mixture volumetric flux. Then, the magni-

tude of the interfacial transfer terms (� ai 	
driving potential) is evaluated by utilizing the interfacial

area concentration. Such the static approach causes a

serious problem in calculating a developing flow. To

exemplify how the current flow regime model could lead

to instantaneous flow regime transition, Uhle et al. [3]

applied RELAP5 code to the case of flow undergoing a

transition from bubbly into horizontally stratified in a

channel. Uhle et al. [3] also utilized TRAC-P and RE-

LAP5 codes to model an axial development of the in-

terfacial area concentration measured at Purdue

University. It was shown that the approaches used by

the system analysis codes were limited in their ability to

model the true nature of flow regime development.

Fig. 13. Sensitivity analysis on initial bubble size.
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In what follows, it will be exemplified that the present

thermal-hydraulic system analysis codes do not properly

model the axial development of the interfacial area

concentration. For example, in the TRAC-P code, the

interfacial area concentration of bubbly flow is calcu-

lated by Eq. (22) with local void fraction and bubble

diameter. In the TRAC-P code, the Sauter mean diam-

eter is expressed as an approximate arithmetic mean

between the minimum and maximum diameters ob-

served experimentally, or equal to

Db ¼ 2Lo: ð38Þ

The comparison among experimental data by the

present authors [26], TRAC-P calculation by Ishii et al.

[11], and calculation by the one-group interfacial area

transport equation developed in this study is performed

here for the data sets taken in a 25.4 mm-diameter pipe

under the flow conditions of jf ¼ 0:872 m=s and

jg;0 ¼ 0:0813 m=s ðaz=D¼125 ¼ 0:0935Þ, and jf ¼ 3:49 m=s
and jg;0 ¼ 0:702 m=s ðaz=D¼125 ¼ 0:195Þ. It should be

noted here that the Sauter mean diameter calculated by

Eq. (38) is 5.46 mm at 20 �C and atmospheric pressure.

It can be seen from Eq. (22) that the interfacial area

concentration calculated by the TRAC-P code is

monotonically in proportion to the void fraction re-

gardless of physical process governing the bubble co-

alescence and breakup. Fig. 14 depicts the axial

developments of the interfacial area concentrations

measured in the experiment as well as those predicted by

the TRAC-P code and the interfacial area transport

equation. Open and solid circles indicate the experi-

mental data, and solid, broken and dotted lines indicate

the interfacial area concentration changes predicted by

the one-group interfacial area transport equation using

the interfacial area concentration measured at z=D ¼ 12

as the initial value, the one-group interfacial area

transport equation using Eq. (31) to estimate the initial

interfacial area concentration, and the TRAC-P code,

respectively. It is apparent that the approach utilized by

the TRAC-P code cannot predict accurate results for

both flow conditions and proper trend for jf ¼ 3:49 m=s
and jg;0 ¼ 0:702 m=s.

For the flow condition of jf ¼ 0:872 m=s and

jg;0 ¼ 0:0813 m=s ðaz=D¼125 ¼ 0:935Þ, the change of the

interfacial area concentration predicted by the one-

group interfacial area transport equation suggests that

the bubble coalescence due to random collision between

bubbles, and the bubble breakup due to random colli-

sion between bubble and turbulent eddy are not marked

(see Fig. 15). Insignificant bubble coalescence may be

due to insufficient bubble mixing length to cause the

bubble random collision because of long distance be-

tween bubbles. Negligible bubble breakup may be at-

tributed to the small turbulence fluctuation, where the

turbulent eddies may not have enough energy to disin-

tegrate the bubbles. These lead to a major role of the

bubble expansion due to the pressure reduction along

the axial direction. For this flow condition, the TRAC-P

code gives the proper trend of the interfacial area con-

centration change along the flow direction but the large

discrepancy in the interfacial area concentration is found

due to improper determination of the Sauter mean di-

ameter in the TRAC-P code. On the other hand, the

one-group interfacial area transport equation can pre-

dict the proper trend as well as the accurate interfacial

area concentrations.

Fig. 14. Comparison between one-group interfacial area

transport equation and TRAC-P code.

Fig. 15. Contributions of bubble coalescence, breakup, and

expansion to interfacial area transport (jf ¼ 0:872 m=s,
jg;0 ¼ 0:0813 m=s).
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For a finely dispersed bubbly flow condition such as

jf ¼ 3:49 m=s and jg;0 ¼ 0:702 m=s ðaz=D¼125 ¼ 0:195Þ,
the strong turbulence disintegrates bubbles into small

bubbles, resulting in marked increase of the interfacial

area concentration (see Fig. 16). The strong turbulence

increases the bubble breakup efficiency significantly. On

the other hand, the large turbulence fluctuation may

decrease the bubble contact time, resulting in the de-

crease of the bubble coalescence efficiency. Conse-

quently, the bubble breakup rate becomes higher than

the bubble coalescence rate. The increase of the interfa-

cial area concentration in the flow direction is larger than

that expected only by the bubble expansion. Because the

TRAC-P code does not model the bubble coalescence

and breakup processes, it failed to predict trends of the

interfacial area concentration change. As shown in

Fig. 14, the TRAC-P code fails to predict accurate value

of the interfacial area concentration due to the improper

determination of the Sauter mean diameter. On the other

hand, the one-group interfacial area transport equation

predicted both the proper trend and accurate value of the

interfacial area concentration satisfactorily.

This study demonstrates that the derived one-group

interfacial area transport equation would be promising

for predicting the interfacial area transport of adiabatic

air–water bubbly flows in medium pipes. However, to

generalize the interfacial area transport equation, further

analytical and experimental studies should be performed

in other flow regimes, other fluid systems like steam–

water flow system, and two-phase flows in various

channels such as an elbow, a T-junction, and large and

small channels. The introduction of two-group interfa-

cial area transport equations should be indispensable in

slug and churn flows. Additional bubble coalescence and

breakup mechanisms such as wake entrainment, shear-

ing-off, and surface instability should be considered to

model the sink and source terms in the two-group in-

terfacial area transport equations [7,10]. For the devel-

opment of the interfacial area transport equation in

boiling flows, additional sink and source terms due to

phase change should be added in the interfacial area

transport equation. The construction of rigorous data

sets should be emphasized to obtain basic mechanisms to

model the interfacial area transport phenomena and to

evaluate the modeled sink and source terms. In view of

this, experimental works have been initiated for slug and

churn flow regimes [27], large diameter pipes [52], a small

diameter pipe [53], subcooled boiling flow [28] and

bubbly flow under microgravity environment [54]. These

data sets will eventually be used for the development of

general interfacial area transport equation.

4. Conclusions

To finalize one-dimensional one-group interfacial

area transport equation in bubbly flow systems, this

study has conducted the developments of (I) refined sink

and source terms of the interfacial area concentration

based on mechanisms of bubble–bubble and bubble–

turbulent eddy random collisions, (II) the correlations of

two adjustable variables in sink and source terms, and

(III) the correlation of the initial interfacial area con-

centration. The finalized one-dimensional one-group

interfacial area transport equation has been validated by

55 data sets taken in extensive adiabatic air–water

bubbly flow conditions in four different vertical pipes

(pipe diameter: 25.4–50.8 mm). The flow conditions of

the data sets cover most of the bubbly flow regime, in-

cluding finely dispersed bubbly flow and partly bubbly-

to-slug transition flow (superficial gas velocity: 0.0144–

4.88 m/s, superficial liquid velocity: 0.262–5.00 m/s, void

fraction: 0.0124–0.443, interfacial area concentration:

22.1–1085 m�1). Excellent agreement is obtained be-

tween predicted and measured interfacial area concen-

trations with an average relative deviation of �11:5%.

Detailed discussions have been made on (i) the sensi-

tivity analysis to the adjustable variables in the sink and

source terms, (ii) the predominant term, (iii) the sensi-

tivity analysis to the initial bubble size, and (iv) the

comparison with TRAC-P code.
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